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Abstract

Artificial intelligence (AI) holds significant potential for enhancing student learning.
This reflection critically examines the promises and limitations of Al for cognitive
learning processes and outcomes, drawing on empirical evidence and theoretical
insights from research on Al-enhanced education and digital learning technologies.
We critically discuss current publication trends in research on Al-enhanced learning
and rather than assuming inherent benefits, we emphasize the role of instructional
implementation and the need for systematic investigations that build on insights from
existing research on the role of technology in instructional effectiveness. Building on
this foundation, we introduce the ISAR model, which differentiates four types of Al
effects on learning compared to learning conditions without Al, namely inversion,
substitution, augmentation, and redefinition. Specifically, Al can substitute existing
instructional approaches while maintaining equivalent instructional functionality,
augment instruction by providing additional cognitive learning support, or redefine
tasks to foster deep learning processes. However, the implementation of Al must
avoid potential inversion effects, such as over-reliance leading to reduced cognitive
engagement. Additionally, successful Al integration depends on moderating factors,
including students’ Al literacy and educators’ technological and pedagogical skills.
Our discussion underscores the need for a systematic and evidence-based approach
to Al in education, advocating for rigorous research and informed adoption to
maximize its potential while mitigating possible risks.
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Introduction

Discussions about the impact of artificial intelligence (AI) on education are
marked by both overenthusiasm and deep skepticism, reflecting varied perspec-
tives on how Al might affect educational practices as well as student learning
processes and outcomes. In this reflection paper, we critically discuss current
research trends from the perspectives of a diverse group of authors with research
backgrounds in Al in education, educational technology, learning analytics, cog-
nitive science, and learning science. We propose a framework for systematizing
future directions in research on Al-enhanced learning and highlight important
connections to previous literature on the effects of Al- and technology-enhanced
learning. In our discussion, we focus primarily on cognitive learning processes
and outcomes, while noting that motivation and emotions are inextricably linked
to cognitive learning.

There are many different approaches falling under the umbrella of Al, includ-
ing rule-based learning systems that utilize symbolic Al, statistical probabilistic
algorithms derived from data mining with machine learning, and neural networks
with deep learning techniques, which use advanced multi-layered architectures
to effectively capture complex data patterns (D’Mello & Graesser, 2023; Zapata-
Rivera & Arslan, 2024). These Al approaches are already an integral part of many
learning environments, and some have been researched for decades, especially in
the field of AI in education (AIED; du Boulay et al., 2023). In the context of
education, technologies with and without AI can be divided into technologies for
education (i.e., educational technologies; e.g., software designed for educational
purposes) and non-educational technologies in education that are designed for
broader contexts (e.g., the Internet). A prominent example of educational Al sys-
tems are intelligent tutoring systems (ITS), as these computer learning environ-
ments help students master knowledge and skills through intelligent algorithms
that facilitate fine-grained adaptation to students and instantiate principles of
effective learning (Graesser et al., 2016). By contrast, non-educational Al tools
such as translation tools (e.g., DeepL), writing assistants (e.g., Grammarly), and
non-educational conversational agents (e.g., ChatGPT) have been developed for
broader purposes but are also applied in educational settings like language learn-
ing (Vogt & Flindt, 2023).

Recently, generative Al has gained prominence, particularly through large
language models (LLMs) like generative pre-trained transformers (GPT). These
technological advances allow for highly naturalistic interaction sequences and
offer a range of educational use cases that were previously difficult or impossible
to implement. The launch of ChatGPT made these advances widely accessible,
marking a disruptive event in the discussion of the future of education. Genera-
tive Al has been and continues to be intensively discussed on social media by the
broad public, with education being among the most frequently referred contexts,
for example, regarding the usefulness of generative Al for various teaching and
learning scenarios (Fiitterer, Fischer et al., 2023). The high interest motivated sig-
nificant investments in research funding, such as the Dutch National Education
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Lab AI, which was funded with €36 million through the EU Recovery and Resil-
ience Facility and was awarded €80 million from the Dutch National Growth
Fund for its 2022-2032 infrastructure and capacity building, as well as €63 mil-
lion for the development and commercialisation of educational prototypes. In the
USA, four National Research and Development Centers on generative Al in the
classroom were established, each receiving approximately $10 million from the
Institute of Education Sciences, and the National Science Foundation funded two
new research centers in addition to the three previously funded centers on Al in
education, each receiving approximately $20 million over 5 years.

There has also been a dramatic increase in the number of research publications
on Al-enhanced education. In this article, however, we argue that the current publi-
cation boom partly reflects a tendency to overhype recent developments, driven by
a neglect of previous theoretical and empirical insights about instructional mech-
anisms and learning, the way arguments are framed, and the study methods used.
These new research trends depart from the traditional AIED research, which has
focused on systematically establishing insights on instructional effectiveness with
rigorous research methods. So, looking beyond the hype, how can we effectively
harness the potential of current Al advances to improve key educational outcomes,
while acknowledging relevant limitations? And, building on previous research, what
research directions and approaches might be prioritized to achieve this goal?

This paper argues that research on Al-enhanced learning should prioritize cog-
nitive learning processes and outcomes to maximize AI’s potential for effective
learning. As this research evolves, it is crucial to integrate theoretical, empirical,
and methodological insights from prior research on the learning effects of digital
technologies, including AIED. We reflect on lessons from different types of technol-
ogy comparisons, highlighting their strengths and limitations in advancing research
on Al-enhanced learning. To guide future research, we propose a model that catego-
rizes four types of Al effects on learning and highlight promising research directions
informed by theoretical and empirical insights. Additionally, we outline key condi-
tions for successful Al integration in education, including student and teacher pre-
requisites and contextual factors. While we focus on generative Al and LLMs due to
their growing prominence, many of our arguments broadly apply to other Al-driven
learning technologies, which is why we generally refer to “AI” as an overarching
term.

Cognitive Learning Outcomes in the Age of Generative Al

Learning effectiveness in today’s educational landscape is driven by optimizing
cognitive outcomes, specifically, the acquisition of knowledge and the development
of skills. Knowledge refers to declarative information that students understand and
remember, while skills denote procedural know-how developed through practice
(Anderson et al., 2019). In the twenty-first century, different sets of knowledge and
skills are crucial: domain-specific knowledge and skills ensure mastery in particular
fields, while transversal skills (e.g., problem-solving and critical thinking), applicable
across various domains, enable individuals to adapt to dynamic, cross-disciplinary
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problems (Greiff et al., 2014). Many contexts require combining knowledge and
skills. For example, in an inquiry task about the benefits of sunscreen, students need
natural sciences knowledge (e.g., knowledge about ultraviolet light) combined with
skills such as literature search (see Stadler et al., 2024). With advancements in Al,
especially generative Al, an increasing range of tasks can be outsourced to Al systems
(e.g., many well-defined data analysis tasks), challenging educational systems and
their targeted objectives. However, developing human knowledge and skills remains
crucial, especially for tasks requiring deep understanding, ethical considerations, and
creative problem-solving, which cannot be entirely outsourced to Al (e.g., qualitative
interpretation requiring contextual understanding and theoretical framing).
Specifically, despite ubiquitous and widely-accessible information, domain-
specific knowledge and skills remain essential learning objectives as they empower
individuals to reason about a broad set of problems, to apply theoretical knowledge
to practical problems, and to establish important foundations for expertise develop-
ment in specialized fields, such as engineering, medicine, and the sciences (Greiff
et al., 2014). In addition, domain-specific knowledge is needed for understanding Al
outputs in various contexts, ranging from everyday activities to professional action
in specialized fields. Especially Al systems that analyze and generate language
using algorithms trained on large datasets, such as LLMs, provide outputs that can
be misleading, biased, or incorrect. These models inadvertently learn and repli-
cate biases from the vast, biased datasets they are trained on (Lee et al., 2024). For
example, generated materials and other outputs may reflect cultural or gender biases
(e.g., Kotek et al., 2023; Tao et al., 2024), and learners’ input language can lead
to biased outputs, as LLMs may contain language and dialect prejudices (Hofmann
et al., 2024). In addition, the probabilistic nature of LLMs implies they generate
responses based on likelihood, not verified information, leading to plausible sound-
ing but sometimes incorrect statements. This phenomenon is often referred to as hal-
lucinations, which some researchers consider as a misleading metaphor as LLMs
are not designed to represent the world accurately but rather to produce text without
an actual concern for truth (Hicks et al., 2024; Perkovi¢ et al., 2024). Instead, these
models generate text by probabilistically predicting word sequences based on pat-
terns in their training data, a process which has been compared to a “stochastic par-
rot” (Bender et al., 2021). If learners uncritically rely on information from Al sys-
tems, they risk adopting biased or incorrect information, an issue also observed in
other contexts, such as interactions with Internet sources (Miller & Bartlett, 2012).
This is one of the reasons why, in addition to domain-specific knowledge and skills,
transversal skills become increasingly important. While there is no definite list of
transversal skills for a successful twenty-first-century learner, suggestions include critical
thinking, problem-solving, information literacy, technology literacy, collaboration,
communication, and creativity (Fiore et al., 2018; Van Laar et al., 2020). Additionally,
Al literacy is becoming an increasingly important transversal skill for learners (Ng et al.,
2021). It encompasses an understanding of AI’s fundamental concepts, capabilities,
implications, and ethical considerations, along with the skills required to interact with
Al systems effectively and critically evaluate their outputs (Yan et al., 2024). However,
transversal skills are also crucial for navigating other challenging situations of the
dynamic and technology-driven twenty-first century (Spector & Ma, 2019; Van Laar
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et al., 2020), involving handling vast information with mixed quality from the Internet
(e.g., interacting with fake news), keeping pace with various technological and scientific
advancements (e.g., biotechnological developments like gene editing), and addressing
complex socio-scientific issues (e.g., climate change).

Effectively teaching knowledge and skills and preparing individuals for complex
real-world problem-solving requires engaging them in relevant cognitive learning
activities. Exceeding shallow learning that is focused on memorization, students
should also be involved in deep learning processes where they synthesize, evaluate,
and integrate new and existing knowledge (Chi & Wylie, 2014; Graesser, 2015). In
their ICAP model (which stands for interactive, constructive, active, and passive
learning), Chi and Wylie (2014) propose four types of learning activities, ranging
from shallow to deep learning: Shallow learning comprises activities that afford
passive engagement, in which information is received without active processing,
and activities that afford active engagement, which involves applying existing
knowledge to materials that promote retention but not new insights. Deep learning
comprises activities that afford constructive engagement, which involves generating
ideas and outputs beyond the learned material, enhancing problem-solving and
other transversal skills, and activities that afford inferactive engagement, which
entails collaborative idea generation, leading to novel inferences while fostering
communication and collaboration skills. To effectively enhance the learning of
both knowledge and skills, especially transversal skills crucial for the twenty-first
century, educators need to initiate deep learning processes in their students. This
can be facilitated by systematic research on how to harness the potential of new Al
capabilities to effectively initiate and support deep learning processes, including
identifying the limitations of different types of Al enhancements and their potential
negative effects on cognitive learning processes and outcomes.

Research on Al-Enhanced Learning
Recent Publication Trends in Al-Enhanced Learning

While a balanced view on the potential of Al, particularly LLMs and generative Al,
for learning is necessary, current publications often focus primarily on the poten-
tial advantages of these technologies for learning. In the following, our objective
is to reflect on the current trends in research on Al-enhanced learning by high-
lighting both the strengths and limitations of different publication types and study
approaches. Doing so, we identify highly promising directions, encourage methodo-
logical reflections, and inspire future research, ensuring that both positive and nega-
tive impacts are duly considered.

The publication boom following the disruptive event of ChatGPT’s launch in
November 2022 includes numerous discussion papers on the general functionalities,
opportunities, and challenges of increasingly powerful Al systems (e.g., Abd-
Alrazaq et al., 2023; Alasadi & Baiz, 2023; Grassini, 2023; Kasneci et al., 2023;
Rasul et al., 2023; Yan et al., 2024). As a starting point, these papers offer valuable
insights, especially to newcomers in the field, but research must eventually shift
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toward focusing on evidence-based studies. Indeed, empirical research on LLMs
and generative Al in education is beginning to gain momentum. Some initial
studies focus on providing insights into the performance of this new generation of
algorithms (e.g., Du et al., 2024; Meyer & Dannecker, 2024). Yet, publications with
a focus on algorithm performance face the problem of quickly becoming outdated
due to the fast pace of Al developments and the duration of typical peer-review
processes. Empirical studies evaluating the instructional benefits of LLM-based
interventions may provide more lasting educational value, at least if they increase
our understanding of how these technological advances can and cannot enhance
learning processes and outcomes (e.g., Fan et al., 2024; Stadler et al., 2024).
Despite many examples of rigorous research, there are also many studies that fail to
adequately acknowledge their limitations (a problem we will elaborate on below),
thereby contributing to the hype about AI’s effects on learning. A growing number
of reviews and meta-analyses have begun to focus on synthesizing the primary
studies on LLMs and generative Al applications (e.g., Deng et al., 2025; Wu &
Yu, 2024). However, syntheses that exclusively focus on LLMs and generative
AT usage are currently still rather constrained by the limited number of available
studies, which may be the reason why some syntheses and meta-analyses with this
specific focus apply rather lenient inclusion criteria. This dynamic can easily lead
to a “garbage in, garbage out” problem unless strict methodological and conceptual
inclusion criteria are applied during study selection (Borenstein et al., 2021).

Indeed, many recent primary studies and research syntheses have faced criti-
cism for methodological issues that compromise the interpretability and validity of
their findings. Unlike traditional AIED research, which has systematically estab-
lished insights on instructional effectiveness through rigorous methodologies, these
newer research trends often seem to prioritize rapid exploration over methodological
robustness. While continued research on Al-enhanced learning is essential, it must
acknowledge limitations arising from specific study characteristics in order to avoid
overgeneralizations and instead refine our understanding of AI’s role in enhancing
learning processes and outcomes. Some critical study characteristics include the
measurement approaches and study designs used in primary studies, as well as the
inclusion criteria employed in research syntheses.

Concerning the target variables and measurements, studies often focus on
subjective variables like satisfaction or self-assessments of learning to make claims
about the usefulness of the new Al-approaches, neglecting actual learning processes
and outcomes. Furthermore, there are studies that use Al-enhanced performance as
an indicator of learning effects, concluding that performance improvements during an
Al-supported task (e.g., a writing task or programming task) suggest learning benefits
compared to an unaided comparison condition. However, although performance
during a supported intervention phase can suggest initial learning benefits, it cannot
be considered as sufficient evidence for actual learning effects. This would require
demonstrating subsequent performance or knowledge improvements that persist
without AI support. Recognizing this distinction and understanding the potential
limitations of performance measurements when interpreting such findings are
crucial. Similarly, research syntheses must critically assess the nature and quality of

@ Springer



Educational Psychology Review (2025) 37:45 Page70f27 45

the primary studies’ measurements as part of their selection and appraisal process to
prevent conflating learning with mere performance enhancements.

Additionally, the study designs employed significantly influence the inter-
pretations that can be drawn from the research. For example, pre-post designs
without a comparison condition can indicate whether there has been a positive
or negative change during the Al-enhanced intervention period. However, such
designs do not clarify how the Al-enhanced instruction compares to other forms
of instruction (with or without AI or other technologies), nor do they confirm
whether changes are due to the investigated intervention or other factors (e.g.,
additional instruction or participant fatigue). Similarly, “no-intervention” control
group designs (e.g., Al feedback versus no feedback) help determine whether an
intervention has any effect. However, when the control group receives no instruc-
tion or additional support, the findings reveal only that the Al intervention is bet-
ter than doing nothing, offering limited insight into its instructional quality. This
approach can be useful when the effectiveness of a specific instructional approach
is still debated. However, if an intervention’s effectiveness is already well estab-
lished, such a comparison becomes less informative. In this case, a more relevant
question becomes how the Al intervention performs relative to other well-estab-
lished methods, such as teacher-led instruction. Even if Al-enhanced instruction
shows positive effects compared to no instruction, it may still underperform in
comparison to alternatives like non-Al technology-enhanced instruction, teacher-
led instruction, or peer instruction. Additionally, study designs that compare
different interventions with and without AI or other technologies can lead to
misinterpretations if the purpose of the comparison is unclear. It is essential to
distinguish whether the goal is to evaluate if an instructional approach can be
implemented using Al (technology comparison against no technology or a differ-
ent technology) or whether the aim is to compare functionally different types of
instructional methods (instructional comparison).

The specific comparisons made in the primary studies are also important to con-
sider when integrating findings in research syntheses. Without careful differentia-
tion, meta-analyses risk an “apples and oranges” issue, where studies with varying
interventions and comparison conditions are mixed together to make broad claims
about Al effectiveness. This can blur important distinctions between the effects of
integrating Al and the effects of different types of instruction, potentially resulting
in misleading generalizations.

Obviously, not only the aforementioned study designs, but others as well, have
inherent limitations that must be considered and weighed in terms of their pros
and cons for the specific research questions addressed. Also, certain research
contexts impose additional restrictions on which designs are suitable and ethically
justifiable. For example, using a “no-instruction” control in educational settings
is controversial unless adequate compensatory instruction can be provided.
Nonetheless, it is crucial to be explicit about what conclusions can and cannot be
drawn from each study to prevent overhyping the capabilities of the technology
itself, considering that its effectiveness is contingent upon the quality of the
instruction provided.
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A Model for Conceptualizing Al Enhancement

In many regards, the current research trends and the accompanying debate about
Al in education echo earlier discussions about the impact of technological advance-
ments on education more generally. The prime example is the media debate about
whether media inherently influence educational outcomes. This debate featured
arguments that media can significantly shape the learning process due to their
unique capabilities (Kozma, 1991, 1994), contrasted with the view that educational
outcomes are influenced not by the media themselves, but by the instruction they
deliver (Clark, 1983, 1994a, 1994b). Similarly, Salomon (1979) emphasized that
media can function as a delivery tool for content (Ilearning from media) or as a cog-
nitive tool that enhances learners’ engagement and thinking (learning with media).
While these perspectives differ, together they underscore the dual role of technology
in education: instrumental, emphasizing that any positive learning effects should
be attributed to the instruction rather than the technology itself; and transforma-
tive, highlighting the potential to afford known and new possibilities for enhanced
instruction.

When speaking of Al enhancement of cognitive learning processes and outcomes,
it is important to be aware that enhancement can be defined in different ways. For
example, enhancement might be defined as substituting specific instructional actions
previously performed by a teacher (substitution), as augmenting instruction with
additional cognitive learning support (augmentation), or as redefining instructional
tasks to offer students more options to engage in deep learning processes (redefi-
nition; Puentedura, 2006, 2014; Sailer et al., 2024a). Depending on researchers’
definition of enhancement in their respective research context, their understanding
might influence the choice of comparisons they make. To offer an explicit terminol-
ogy for the AI enhancement debate, classify possible implementations, and define
different research directions, we suggest distinguishing four types of effects in the
context of Al-enhanced learning: inversion effects, substitution effects, augmenta-
tion effects, and redefinition effects of Al in educational contexts, summarized in the
ISAR model shown in Fig. 1.

The ISAR model builds on the SAMR model (Puentedura, 2006, 2014), which
categorizes the extent to which digital technologies transform learning tasks, and the
ICAP-inspired SAMR model (Sailer et al., 2024a), which additionally integrates the
idea of cognitive processing depth from the ICAP model (Chi & Wylie, 2014). The
ISAR model retains substitution, augmentation, and redefinition as key mechanisms,

Inversion Substitution Augmentation Redefinition
deep dee_p deelp dee_p deelp dee_p g| deelp dee_p
learning learning learning learning learning learning =1 learning learning
3
o
shallow shallow shallow shallow shallow shallow E shallow shallow
learning learning learning learning learning learning | | 8 learning learning
without Al with Al without Al with Al without Al with Al without Al with Al

Fig.1 The ISAR model of inversion, substitution, augmentation, and redefinition effects of Al in educa-
tion
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as these were empirically supported by a second-order meta-analysis on technology-
enhanced learning (Sailer et al., 2024a). The ISAR model refines these mechanisms
for Al-enhanced learning and continues to emphasize the importance of comparison
conditions to assess when and where Al provides instructional benefits over non-Al-
enhanced instruction (as illustrated later through different comparisons from meta-
analyses on ITS). Beyond these three empirically supported mechanisms, the ISAR
model introduces inversion effects, referring to reduced cognitive learning when
learners over-rely on Al as demonstrated by initial research on generative Al

Inversion effects in Al-enhanced learning occur when Al, intended to support
deep learning, instead leads to reduced cognitive processing and learning outcomes,
counteracting its intended benefits. This has been observed in studies on students
using ChatGPT for constructive learning tasks (e.g., information search and writ-
ing), where generative Al use is linked to shallower processing and diminished
learning outcomes (Fan et al., 2024; Stadler et al., 2024).

Substitution effects in Al-enhanced learning occur when Al provides instructional
equivalence to non-Al alternatives without changing learners’ cognitive processing
depth and, therefore, without directly changing learning outcomes. However, substi-
tution might improve efficiency and resource allocation by replacing specific aspects
of human instruction. For example, meta-analyses comparing ITS with human tutor-
ing or small-group instruction found no significant differences in cognitive learning
effects (Ma et al., 2014; Steenbergen-Hu & Cooper, 2014; VanLehn, 2011), sug-
gesting that while ITS do not surpass human tutoring, they offer comparable condi-
tions for achieving cognitive outcomes.

Augmentation effects occur when Al enhances instruction by providing additional
cognitive learning support compared to a non-Al alternative. Like substitution, aug-
mentation does not alter the task itself, maintaining similar processing depth to the
comparison condition. For example, meta-analyses found medium to large learning
benefits for ITS, which provide feedback and targeted hints, compared to self-reliant
learning without support, and small to medium gains when comparing ITS to non-
adaptive or less adaptive computer-assisted learning (Ma et al., 2014; Steenbergen-
Hu & Cooper, 2014). Thus, augmentation effects include Al-driven instructional
support, enhancing learning beyond unsupported learning or lower-quality non-Al
support.

Redefinition effects occur when Al transforms learning tasks to foster deeper
(constructive or interactive) learning, provided that the non-Al comparison condi-
tion does not already support deep learning processes. Meta-analyses comparing
ITS to active and passive instructional methods (e.g., teacher-centered instruction,
text reading) found small to medium benefits for constructive learning with ITS (Ma
et al., 2014; Steenbergen-Hu & Cooper, 2014). Thus, Al enables redefinition when it
engages students in constructive or interactive learning processes, compared to con-
ditions that involve passive and active learning processes with less emphasis on skill
development and knowledge construction.

The assumption underlying the substitution, augmentation, and redefinition
effects in the ISAR model is that the greater the instructional enhancement relative
to a comparison condition, the greater the transformative potential for enhanced
cognitive learning processes and outcomes through the affordances offered by the
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Al system. However, implementations need to consider how to avoid undesired
inversion effects. In the following, we provide examples of inversion effects and
furthermore explore how Al affordances can enhance learning through substitution,
augmentation, and redefinition while minimizing the risk of inversion. Doing so, we
focus our considerations on generative Al and LLMs due to the high interest in these
technologies.

Effects of Al-Integration for Cognitive Learning Enhancement
Inversion Effects of Al Undermining Deep Learning

A major concern associated with an inadequate use or implementation of Al in
learning contexts is its potential to undermine the acquisition of knowledge and
skills (Huber et al., 2024; Kasneci et al., 2023). This phenomenon is already known
from workplace learning, specifically from contexts where Al-driven automation
increasingly complements or replaces human actions (Rafner et al., 2021). Whether
such effects are problematic depends on the specific conditions and underlying
goals. Shifting toward system monitoring may be desirable for enhancing perfor-
mance and efficiency if Al outperforms humans in a given task. In this context,
hybrid intelligence aims to create synergies between human and Al capabilities
to optimize problem-solving and task performance (Akata et al., 2020). However,
replacing human actions with Al can be problematic if it leads to the loss of human
skills critical for achieving high-quality outcomes, diminishing expertise previously
acquired and maintained through regular practice. Over-reliance on algorithms may
weaken decision-making and judgment skills, resulting in poor choices when Al
support is unavailable (Sutton et al., 2018). Especially when Al minimizes human
input, professionals may accept its outputs uncritically (Hoff, 2011). This concern
is particularly relevant in highly specialized fields like finance and medicine, where
professionals bear significant responsibility and their decisions can profoundly
impact others (Levy et al., 2019; Mascha & Smedley, 2007).

Similarly, in educational contexts, student-initiated over-reliance on Al tools can
undermine the development of skills such as critical thinking (Zhai et al., 2024). For
example, when students use ChatGPT to generate complete assignments, rather than
for assistance such as suggesting revisions for their own critical review, they miss
essential learning opportunities. Another issue may be that students are not necessarily
able to ask high-quality questions and seek help (Aleven et al., 2003; Graesser &
Person, 1994), which is problematic if this is a key requirement for successful system
interaction. Additionally, suboptimal design or integration of Al-tools by educators or
instructional designers can limit student engagement in key learning activities, thereby
hindering skill development. A study by Stadler et al., (2024) compared students’ use
of ChatGPT to traditional search engines during engagement in a scientific inquiry
task on the socio-scientific issue of nanoparticles in sunscreen. The findings indicated
that ChatGPT simplified task processing by reducing task-irrelevant extraneous load
and load that is intrinsic to the learning task (see Sweller 2010); however, this did not
improve learning effectiveness, but was accompanied by reduced cognitive processing
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depth (germane load; see Sweller 2010) and reduced cognitive learning outcomes, as
indicated by students’ quality of arguments presented in a posttest justification task.
Similarly, Fan et al. (2024) compared the effects of different support options, including
support through ChatGPT, a chat with a human expert, a set of writing analytics tools,
and no support, on students’ revision processes during a writing task. An analysis of
students’ self-regulated learning behavior indicated that all support options increased
students’ engagement in elaboration, organization, and orientation processes during
their revisions. However, while the ChatGPT group, compared to the other groups,
showed improved task performance during the supported intervention phase, there
were no differences in the posttest knowledge gain or knowledge transfer. A temporal
process analysis of learners’ metacognitive activities suggested that the ChatGPT
group relied strongly on the AI support and showed relatively low metacognitive
processing compared to the other support groups. The authors concluded that
ChatGPT might promote “metacognitive laziness” where students refrain from
engaging deeply in self-regulated learning processes.

How can inversion effects be mitigated? In the context of education, effective pre-
vention strategies are yet to be explored. In the context of workplace learning, it
has been suggested that the risks of over-reliance on potentially suboptimal outputs
can be mitigated if professionals are actively engaged in reflective processes before
or during the generation of Al outputs. One example is cognitive forcing functions
that initiate human inputs, such as initial judgments, before Al outputs are gener-
ated (Bucinca et al., 2021). Additionally, providing well understandable explana-
tions with Al outputs can help users to critically assess information (Vasconcelos
et al., 2023). Such hybrid intelligence approaches were suggested to support contin-
uous learning and upskilling, ensuring humans maintain and develop skills through
human-AlI collaboration (Jarveld et al., 2023; Rafner et al., 2021).

Considering the overall evidence, suboptimal use of Al tools during learning can
lead to shallow learning processes despite instruction aimed at deep learning pro-
cesses, resulting in an inversion of the intended goal of enhancing learning. While
the studies of Stadler et al. (2024) and Fan et al. (2024) investigate a non-educational
generative Al system in educational settings, similar outcomes could potentially
occur with educational Al systems that either relieve students of essential learning
processes or allow them to outsource critical learning processes. Accordingly, the
design of Al-enhanced learning opportunities must prioritize promoting cognitive
engagement and the development of essential domain-specific and transversal skills.
In addition, research needs to continue advancing our understanding of inversion
effects, especially how to avoid pitfalls in the context of learning with (educational
or non-educational) generative Al systems.

Substitution Effects in Al-Enhanced Learning
The assumption that leveraging Al for substitution of instructionally equivalent
non-Al learning conditions does not inherently lead to greater learning gains aligns

with long-standing debates in educational research, specifically the arguments from
the media debate that simply introducing a new instructional medium does not
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improve learning outcomes if the instructional method remains unchanged (Clark,
1983, 1994a, 1994b). This argument is well empirically supported, for example by a
meta-meta-analysis that compared technology-enhanced learning with non-technol-
ogy conditions in higher education (Sailer et al., 2024a). Similarly, we can assume
that when Al replaces specific instructional functions without altering the cogni-
tive processes involved, the effectiveness of the Al-enhanced instruction remains
comparable to non-Al instructional methods used for the same purpose in the same
context. However, substitution may indirectly enhance cognitive outcomes if Al
increases efficiency and optimizes learners’ resource allocation. In such cases, learn-
ers may redirect their spared resources toward more intensive practice or additional
learning activities, though the extent of such benefits likely depends on individual
factors such as motivation and self-regulation.

One example of potential Al-enhanced substitution is the use of Al-generated
instructional videos and podcasts. Research suggests that Al-generated videos lead
to cognitive learning outcomes that are comparable to using teacher recordings
and teacher-generated video instruction (Leiker et al., 2023; Netland et al., 2025;
Xu et al., 2024), making Al-generated educational videos a cost-efficient alterna-
tive. However, challenges remain, including lower perceived social presence when
comparing videos of Al-generated agents to filmed human instructors (Netland
et al., 2025; Xu et al., 2024). Besides videos and podcasts for content presentation,
Al-generated quiz questions and flashcards can substitute teacher-created quizzes
or those from textbooks while maintaining instructional equivalence (Almadhoob
et al., 2024; Bachiri et al., 2023; Hutt & Hieb, 2024; May et al., 2025). However, Al
offers the advantage of enabling the generation of quiz questions and flashcards on
demand, facilitating self-assessment and repeated practice. Yet, ensuring that Al-
generated questions align with the content of the learning materials and maintain
high-quality formulations can pose a challenge (Hutt & Hieb, 2024; May et al.,
2025). Intelligent textbooks like iTELL create interactive reading and writing tasks,
offering another form of Al-based instruction (Crossley et al., 2024). Additionally,
Al-enhanced question-answering through conversational agents can provide instant
responses to students’ clarification questions in- and outside of class that would oth-
erwise be answered by a teacher during class (Almadhoob et al., 2024; Hicke et al.,
2023; Nazar et al., 2024). This offers advantages in the accessibility and immediacy
of answers while alleviating teacher workload, especially in educational contexts
with many students (e.g., lectures in higher education).

When using generative Al to enhance content representation and practice tasks,
common challenges include output accuracy, content alignment, and pedagogical
quality, which are discussed as crucial across all applications (Hicke et al., 2023;
Hutt & Hieb, 2024; Leiker et al., 2023; May et al., 2025; Nazar et al., 2024; Net-
land et al., 2025). Such issues might be mitigated by focusing on educational Al
tools with built-in quality assurance mechanisms that ensure, for example, that Al-
generated materials adhere to the course content. For instance, Jill Watson, a virtual
teaching assistant, ensures content alignment by restricting Al-generated responses
to instructor-approved course materials through retrieval-augmented generation
(Kakar et al., 2024). Also, teacher oversight can be needed, keeping the human in
the loop, to actively monitor Al-generated content and ensure that Al outputs remain
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accurate, relevant, and pedagogically sound in educational settings. Generally,
a frequent concern in the context of using Al to achieve substitution effects is to
“dehumanize” learning (e.g., Ghosh, 2024), highlighting that Al-enhanced instruc-
tion should not fully replace social interactions, which are fundamental to learning
and development. This is underlined by findings, such as reduced social presence
perceived when watching Al-generated videos (Xu et al., 2024) and meta-analytic
findings suggesting that ITS are particularly effective when they are used to supple-
ment human instruction (Sun et al., 2021). Similar to Holmes and Miao (2023), we
recommend that Al should complement, rather than replace, human interaction in
educational contexts.

While the examples discussed in this section focus on content representation and
practice opportunities, Al could be used to partially substitute for cognitive learning
support (e.g., feedback) or the initiation of deep learning activities that would oth-
erwise be performed to the same extent by a teacher or tutor. However, because key
affordances of Al in education lie in implementing these instructional approaches
more intensively than is currently done in many educational contexts, the follow-
ing sections discuss these approaches from the perspectives of augmentation (Al-
enhanced cognitive support) and redefinition (Al-enhanced learning activities for
deep learning).

Augmentation Effects Through Al-Enhanced Cognitive Support

One of the most commonly discussed affordances of Al in education is the opportu-
nity to augment or automate the cognitive support provided to the learners. Cogni-
tive support refers to instructional strategies and tools that help learners in process-
ing learning activities more effectively, enhancing their understanding, retention,
and application of knowledge. Cognitive support is a key mechanism in various edu-
cational contexts but also a broad umbrella term grounded in various educational
paradigms (see NASEM, 2018). Traditionally, cognitive support is provided by
teachers, meaning that Al-enhanced cognitive support qualifies as substitution if it
replicates the support typically offered without AI. However, when Al expands the
variety or frequency of support beyond what is traditionally available, this can be
characterized as augmentation. Specifically, Al technologies can enhance cognitive
support by providing additional feedback and scaffolding that optimize cognitive
processing of various learning activities. Additionally, in digital learning environ-
ments, Al can enhance the quality of feedback and scaffolding compared to non-
adaptive or less adaptive technology-driven cognitive support.

Feedback is a cognitive support measure that informs learners about their per-
formance in relation to learning goals and highlights ways for improvement (Hat-
tie & Timperley, 2007). Effective feedback significantly impacts learning outcomes
by offering insights into task performance, facilitating self-assessment, and guiding
future efforts. Al systems can augment teacher feedback by providing real-time data
analytics and visualizations of student performance, exemplified by teacher dash-
boards that facilitate monitoring and assessment through visualizing relevant learner
variables (Knoop-van Campen et al., 2023; Xhakaj et al., 2017). Likewise, learners
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can benefit from visual feedback tools, such as student-facing dashboards, which
facilitate students’ self-assessment by providing real-time overviews of individual
or collaborative learning activities and outcomes (Breideband et al., 2023; Jivet
et al., 2017; Long & Aleven, 2017). However, the effectiveness of both teacher- and
student-facing dashboards depends on the dashboard usability and audience char-
acteristics, as designing dashboards that provide accessible, relevant, and action-
able information can be challenging, and users may struggle to translate insights
into meaningful actions because of their knowledge and skills (Jivet et al., 2017;
Matcha et al., 2020). In contrast to visual feedback, instructional feedback provides
students with verbal information about their performance, ranging from simple feed-
back on task performance to elaborate feedback that presents a formative assess-
ment with suggestions for improvement (Narciss et al., 2014). For cognitive learning
outcomes, elaborate instructional feedback providing detailed guidance on task pro-
cessing and self-regulation was found to be particularly helpful (Wisniewski et al.,
2020). Further, computer-generated animated agents can use non-verbal facial cues,
paralinguistic cues (e.g., intonation in speech), and gestures as an additional form
of feedback (Johnson & Lester, 2016). To keep the human in the loop and respond
to concerns about dehumanizing learning through replacing human interaction, Al-
based feedback can be complemented by Al-enhanced peer feedback as a scalable
alternative to Al-enhanced teacher feedback; however, even with Al support, the
quality of peer feedback processes and outcomes may still vary (Banihashem et al.,
2024; Bauer et al., 2023).

Scaffolding is a second main type of cognitive support and facilitates learners’
processing of a learning task within their zone of proximal development, which is
the zone of task difficulty where learners need guidance to succeed (Wood et al.,
1976). Scaffolding approaches include providing additional structures to facilitate
task processing as well as adjusting task difficulty and task sequencing to enable
learners to achieve performance levels that would be out of reach without the sup-
port. Scaffolding that structures a learning task can take various forms, such as
modeling and worked examples (Van Gog & Rummel, 2010), prompts and hints
(D’Mello & Graesser, 2023), scripts and roles (Fischer et al., 2013), and reflection
phases (Mamede & Schmidt, 2017). Additionally, scaffolding can adjust task dif-
ficulty and task sequencing, thereby creating personalized learning paths, which is
a technique that is often employed by ITS systems but also considered beneficial
in other contexts, such as simulation-based learning (Fischer et al., 2022; Holstein
et al., 2018). Scaffolding can target various aspects of cognitive learning processes,
such as the activation of domain-knowledge (Sommerhoff et al., 2023) and the
application of skills, such as collaboration (Vogel et al., 2017) and self-regulation
(Azevedo et al., 2022). Meta-analyses show that scaffolding enhances cognitive
outcomes in digital learning environments (Belland et al., 2017; Chernikova et al.,
2020). Effective scaffolding adapts to learners’ needs and fades out as they become
more competent to promote autonomy and self-regulated learning (Pea, 2004).
Moreover, different scaffolds are most effective for different learners; for example,
worked examples may not be as beneficial to high-knowledge learners as reflection
phases (Chernikova et al., 2020).
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Al technologies offer diverse approaches to implementing adaptive cognitive
support. Rule-based systems deliver feedback and scaffolding based on predefined
rules but lack flexibility, while machine learning and deep learning systems offer
personalized feedback by analyzing complex data patterns (Sailer et al., 2024b;
Zapata-Rivera & Arslan, 2024). Log data analysis identifies student behavior pat-
terns, enabling timely interventions (Lim et al., 2023). Natural language process-
ing techniques analyze written responses to provide personalized cognitive sup-
port for improving skills, such as argumentation (Butterfuss et al., 2022; Zhu et al.,
2020). Additionally, natural language processing techniques, combined with speech
synthesis, can analyze and generate spoken language (e.g., in computer-generated
animated agents; Fink et al., 2024), though this process may still experience time
lags compared to text-based communication (Dekel et al., 2024). Analytic Al sys-
tems evaluate performance through data-driven insights, identifying patterns and
discrepancies to provide consistent predefined feedback and scaffolds (e.g., Bauer
et al., 2025; D’Mello et al., 2024). Generative Al creates personalized feedback
and scaffolds based on interactions and performance data, enabling dynamic sup-
port systems; however, these systems may lack explainability and, if not designed
in agreement with instructional principles, may also generate content that varies in
accuracy, specificity, and pedagogical quality (Banihashem et al., 2024). While ade-
quate prompting determines the immediate output quality, fine-tuning with domain-
specific data can further enhance alignment with domain knowledge, instructional
accuracy, and educational needs.

The validity and accuracy of Al-enhanced cognitive support are crucial for its
effectiveness, as low-quality cognitive support can lead to learner disengagement,
ultimately hindering the intended augmentation. To ensure effective implementa-
tion, Al-driven cognitive support must align with established learning theories and
undergo rigorous validation procedures. Advancing our understanding of how to
optimize Al for augmentation requires research that builds on prior insights into
cognitive support mechanisms and systematically compares different variations of
Al-enhanced support to identify the most effective approaches while mitigating
potential limitations.

Redefinition Effects Through Al-Enhanced Learning Activities for Deep Learning

The most transformative potential of Al in education may lie in redefinition effects,
where Al is used to redesign learning tasks in ways that encourage students to
engage in deep (constructive or interactive) rather than shallow (passive or active)
learning processes. Although research has begun to explore ways to redefine educa-
tion with (generative) Al, new approaches are likely to emerge in the future, requir-
ing ongoing discussion and investigation.

A straightforward option for generative Al to enhance deep learning activities
in education is by assisting teachers with planning instructional approaches that
afford deep learning processes. Instructional materials such as interactive simula-
tions can be generated with the help of Al (Bewersdorff et al., 2025) and allow stu-
dents’ knowledge construction through the exploration of complex concepts (Kali &
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Linn, 2008). Further, generative Al can support the preparation and implementation
of instructional approaches, such as problem-based learning, scenario-based learn-
ing, and game-based learning, enhancing cognitive engagement (Huber et al., 2024;
Kasneci et al., 2023). Teachers can use a write-curate-verify approach for generat-
ing materials, by writing the prompts, curating the output, and verifying the output,
which keeps the human in the loop to ensure high-quality results (Bai et al., 2024;
Ninaus & Sailer, 2022). However, like students, teachers may also be at risk of over-
relying on Al outputs and adopting them uncritically, particularly if they have lim-
ited awareness of AI’s potential pitfalls. Therefore, teacher characteristics, such as
Al literacy, play a crucial role in ensuring effective teacher-Al collaboration. Spe-
cialized interfaces that enhance output explainability (e.g., through annotations) and
promote teachers’ critical reflection and revision of Al-generated content might help
mitigate these issues.

Furthermore, students can benefit from constructive learning activities that involve
interacting with generative Al, when these activities promote deep learning but would
be impractical or too difficult to implement without Al (e.g., a simulated conversation
with a historic character). Constructive learning activities, where students actively
generate formative outputs, foster deep understanding and skill development and can,
in some cases, be enhanced by generative Al. For example, learning-by-design engages
students in iterative cycles of designing, building, testing, and reflecting to deepen their
learning (Kolodner et al., 2003a). This approach fosters domain-specific knowledge and
transversal skills, such as problem-solving, critical thinking, and collaboration (Kolodner
et al., 2003a; Kolodner et al., 2003b). Meta-analyses show medium- to large-sized
positive effects on student achievement in K-12 STEM education (Delen & Sen, 2023).
Design-based learning was also used in other learning contexts, such as engineering
(Arastoopour et al., 2016), computer science and programming (Jun et al., 2017), and to
train technology skills in teacher education (Yeh et al., 2021). Generative Al can assist
learners in creating text elements, visuals, or code, for example, to design games and
other creative outputs (Huber et al., 2024). While doing so, learners can practice relevant
transversal skills, such as their technology skills, problem-solving, and creativity (e.g.,
through iterative prompting), and deepen their understanding of relevant domain-specific
knowledge. Using such constructive tasks may increase learner motivation, which could
potentially help mitigate inversion effects. Additionally, flipped classroom approaches
could be useful because the constructive activities take place during class, which
facilitates teacher interventions that guide students’ use of Al, while passive knowledge
transfer takes place outside of class time (Akcayir & Akgayir, 2018; Strelan et al., 2020).

Interactive learning activities involving communication enable deep learning and
skill development through collaborative knowledge construction. Especially in the
absence of suitable human interaction partners, interactive learning activities can
be facilitated through generative Al that uses chat-based interfaces (e.g., ChatGPT).
However, while affording naturalistic interactivity, these Al systems, especially in
the case of non-educational applications used in education (e.g., ChatGPT), can face
challenges in aligning with other learning principles (see NASEM, 2018). Specifically,
they show high immediate adaptivity to human input but, without additional system
components, have limited “memory” of learners (e.g., about learner characteristics
and previous learning progress), which hinders conversational coherence across
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multiple interactions. Additionally, high-quality cognitive support, such as feedback,
depends on detailed information about the learning content and suitable pedagogical
approaches that may not be available without targeted system design. Insights for
dealing with these issues can be derived from research on ITS with conversational
agents. This research showed that technology-driven natural language interactions
can foster deep conceptual learning by requiring explanation and reflection, and help
develop essential communication skills (Rus et al., 2023). However, in addition to a
(chat-based) user interface, further key components include a learner model tracking
students’ knowledge and misconceptions, a domain model representing relevant subject
information, and a tutoring model determining instructional strategies (D’Mello
& Graesser, 2023). A common form of conversational ITS involves dialogue-based
interactions with a simulated tutor (e.g., AutoTutor; Graesser, 2016). Alternatively,
in a trialogue, the student can be the tutor, explaining content to a simulated tutee
with optional help from a simulated teacher (Graesser et al., 2017). Recent ITS
developments increasingly use LLMs for enhanced interactivity. For example, the
Socratic Playground for Learning (Zhang et al., 2024) uses GPT-4 with assisted
prompt engineering for multi-turn dialogues. Although it lacks a traditional domain
model and learner model, limiting content quality assurance and tracking of learners’
task mastery, the Socratic Playground for Learning uses a Socratic tutoring model
to foster critical thinking and reflection by iteratively posing questions and guiding
learners. Similarly, the Ruffle & Riley system (Schmucker et al., 2024), a trialogue-
based tutoring platform, employs AutoTutor’s Expectation Misconception Tailoring
as a tutoring model to structure dialogues and address student misconceptions.
Instead of using a traditional domain model, it generates tutoring workflows from
existing content and relies on chat logs and real-time responses rather than building a
comprehensive learner model. These examples illustrate how LLMs can be integrated
with ITS components and pedagogical principles, but also highlight challenges in
balancing flexibility, content quality, pedagogical quality, and personalized instruction.
In this context, research must focus on developing components like tutoring models
in ways that prevent inversion effects in interactions with conversational agents. This
includes optimizing pedagogical behaviors, such as how the agent formulates and asks
questions, to enhance learning effectiveness. Nevertheless, natural language-based
learning systems represent a powerful approach to realizing potential redefinition
effects through Al-enhanced learning activities for deep learning.

Conditions for Successful Al Integration in Education

To effectively integrate Al in education, several factors must be considered,
including the prerequisites of students and teachers (e.g., knowledge, skills,
beliefs, motivation) and contextual factors (e.g., infrastructure, regulations).
These factors are comparable to those influencing the integration of other digital
technologies in education (Lachner et al., 2024; Sailer et al., 2021), which we
will summarize below, but may partially be further specified for the context of
Al
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Prerequisites for both students and teachers include their knowledge and skills
specific to the learning content and transversal skills such as critical thinking and
problem-solving (Greiff et al., 2014). These skills may influence the quality of
interactions with Al systems, such as effective prompt-writing and assessing Al outputs.
Especially knowledge and skills related to digital technologies, including Al literacy,
are crucial for raising awareness about problems such as biases in training data and
outputs (Ng et al., 2021). For teachers, technological pedagogical content knowledge
and technology-related teaching skills are essential for effectively integrating Al
tools into diverse learning scenarios and teaching situations (Lachner et al., 2024;
Mishra et al., 2023). Additionally, students’ and teachers’ motivation and beliefs
may significantly impact effective Al-enhanced learning. As discussed earlier, over-
reliance on Al due to high trust can decrease critical reflection of Al outputs (Buginca
et al., 2021). Conversely, low trust and technology-acceptance (including perceived
usefulness and ease-of-use) may prevent students and teachers from benefiting from the
opportunities of Al enhancement (Fiitterer, Scherer et al., 2023; Viberg et al., 2023).
Teachers with high self-efficacy and positive attitudes toward technology may be more
likely to experiment with Al technologies, increasing the likelihood of incorporation
into their teaching practices (Backfisch et al., 2021; Scherer et al., 2019).

Contextual factors such as opportunities for teacher professional development,
institutional infrastructure, access to technology, and regulations may be critical
for implementing Al-enhanced learning (Sailer et al., 2021). Ongoing professional
development may ensure that teachers remain updated with the latest Al advancements
and are equipped to integrate these tools effectively into their teaching practices (Lindner
et al., 2019; Williams et al., 2021). Individual access to technology is essential for
both teachers and students, ensuring they have the necessary devices and resources to
engage with Al tools (Crompton, 2017). This access is vital to avoid amplifying the
digital divide within and across countries (UNESCO, 2023). Inclusive education can
be facilitated through institutional access to technology, which is, however, also not a
given (Liu et al., 2024). Institutional infrastructure, including reliable Internet access,
sufficient hardware, and technical support, is crucial for seamless technology integration
in educational settings (Liu et al., 2020; Sailer et al., 2021). Political and institutional
regulations governing the ethical use of Al, data privacy, and security are necessary to
protect all parties and may provide a structured approach to integrating Al in education
(Liu et al., 2020). Lastly, user-friendly, ethical, and regulation-compliant Al applications
may facilitate the effective use of Al in education.

In conclusion, understanding the opportunities and limitations of Al-
enhanced learning in any educational context requires a holistic perspective on
the various conditions necessary for effective and sustainable Al integration in
education.

Conclusion
This reflection paper has explored the potential of Al to transform instruction, focus-

ing on cognitive learning effects. We have reflected on current trends in research
publications on Al-enhanced learning and proposed the ISAR model to distinguish
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inversion, substitution, augmentation, and redefinition effects of Al enhancement in
the context of cognitive learning processes and outcomes. This distinction can guide
productive research on Al-enhanced learning, avoiding overgeneralization by explic-
itly addressing the nature of the targeted effect. The ISAR model can also guide the
design of Al-enhanced learning approaches, as illustrated in the examples provided.
However, successful Al integration in education additionally requires that students
and teachers have the necessary knowledge, skills, and motivation to interact effec-
tively with Al systems. Robust digital infrastructure, equitable access to technology,
and supportive policies are crucial for seamless implementation.

We advocate for systematic design and research focused on the cognitive learning
effects of Al-enhanced education. These should consider possible inversion, substitution,
augmentation, and redefinition effects in order to effectively leverage Al-enhanced
learning and address potential risks to cognitive outcomes. By prioritizing systematic
research and evidence-based approaches, we can move beyond the hype and ensure that
Al in education leads to meaningful improvements in student learning outcomes.
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